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How	
  to	
  solve	
  our	
  research	
  issues?	
  

	
  

Start	
  your	
  own	
  ISP!	
  



•  No	
  real	
  technical	
  
obstacles	
  BUT	
  

•  Plenty	
  of	
  technical	
  
opportuni5es	
  

•  Data,	
  data,	
  data.	
  

HUBS:	
  Rural	
  Broadband	
  ‘Co-­‐op’	
  ISP	
  

with	
  Peter	
  Buneman,	
  Michael	
  Fourman,	
  Richard	
  Simmons,	
  William	
  Waites	
  



•  Packet	
  re-­‐ordering	
  

•  Flow-­‐to-­‐pipe	
  
assignment	
  

•  Assume	
  co-­‐loca5on	
  

•  Research-­‐oriented	
  

Gateway	
  Aggrega5on	
  (Today)	
  



(Our)	
  Constraints	
  

•  Simple	
  

•  Deployable	
  

•  Resilient	
  

•  Managed	
  by	
  Tom,	
  or	
  Diana,	
  or	
  Harry,	
  etc	
  	
  



Binder	
  Architecture	
  

•  Packet	
  capture	
  &	
  
redirec5on	
  

•  Mul5pathing	
  

•  Aggrega5on	
  



Binder	
  Implementa5on	
  

•  Tunneling	
  via	
  OpenVPN	
  
	
  
•  MP-­‐TCP	
  

•  IP	
  Source	
  Rou5ng	
  
Implementa5on	
  



Emula5on	
  Testbed	
  

Src - Dst min avg max mdev

(i) default 2.32 3.69 8.43 1.08

(ii) alternate 6.93 15.88 71.17 11.22

(iii) remote host 23.28 25.35 37.96 2.88

Table 1: RTT values in ms as reported by ping from resi-
dential machine inside Tegola [4, 8] to (i) default and nearby
gateway, (ii) alternate and furthest gateway, (iii) remote
host via default gateway.
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Figure 3: Binder goodput when one subpath has no loss,
while loss rate on other subpath varies.

4.2 Varying Loss Rate

Figure 3 shows goodput for Binder with respect to the base-
line TCP case as loss probabilities on one of the paths (via
GW1 in Figure 2) is varied.We see in Figure 3 that baseline
single-path flows behave as expected in response to packet
loss variation, while the Binder flow maintains aggregate ca-
pacity throughout. We have omitted loss rates greater than
1%, at which point TCP baseline flows are unusable.

By contrast, Binder maintains service at all levels of loss.
With low loss rates, Binder exhibits gains from perfect band-
width aggregation. As one of the paths get increasingly lossy
goodput with Binder correspondingly gets closer to the ca-
pacity of the other non-lossy path. Figure 3 also shows the
total goodput measured across sets of 10 simultaneous flows.
In all cases the total goodput matches the aggregate good-
put of both subpaths. The coefficients of variation of the
mean goodput of individual flows range from 5% in most
cases to a maximum of 20%. This demonstrates that, un-
like traditional bonding techniques which bind each flow to
a distinct pipe in a bonded channel, a single Binder tunnel
benefits multiple flows equally.

4.3 Varying Latency

In the presence of lossy links Binder is able to maintain
a high level of service. A similar trend emerges as the la-
tency between subpaths increases. This trend is summa-
rized by Figure 4, in which TCP goodput over Binder is
plotted for both single, as well as 10 simultaneous flows, as
the difference in round trip time (RTT) between subpaths
increases. Initially both paths share the baseline RTT of
80ms. RTTs along the higher latency path through GW1,
and represented along the x-axis in Figure 4, range from 80-
120ms. Selected values maintain the ratios between RTTs
to available gateways shown in Table 1.
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Figure 4: Binder goodput when one subpath is 80ms, while
other subpath latency varies.

Time (s) High RTT path (ms) Loss Prob.

0 85 1e-07

3 90 1e-06

6 95 1e-05

9 100 1e-04

12 105 1e-03

15 85 1e-07

18 90 1e-06

21 95 1e-05

24 100 1e-04

27 105 1e-03

33 110 1e-02

36 110 1

Table 2: Time varying changes in path characteristics to
evaluate Binder adaptability and load balancing.

Along a single path TCP, with its dynamic window scaling
implementation, operates at full capacity. Binder maintains
high aggregate throughput. Goodput diminishes slightly as
the difference in RTTs increases. This stems from MPTCP
which has to manage three congestion windows, and re-
transmissions between them, effectively. Total goodput mea-
sured across sets of 10 simultaneous flows is also shown
in Figure 4. In all cases mean the total goodput exceeds
16Mbps. Coefficients of variation from mean goodput of in-
dividual flows range from 17-25%, further demonstrating the
benefit of a single Binder tunnel to multiple flows.

4.4 Time Varying Loss and Latency

We now consider a dynamic scenario intended to simulate
a slow decline of a subpath. In this scenario loss rate and
latency on the subpath via GW1 are made to change accord-
ing to the times and values shown in Table 2. This sequence
of events cycles twice through a slow decline, followed by a
failure. Figure 5 shows the result comparing Binder with the
baseline case for TCP traffic between the client and server.
Note that the x-axis in Figure 5 corresponds to the time
component in Table 2.

As expected, soon after 30 seconds when loss probability
reaches 0.01, single-path TCP is no longer able to cope. By
contrast the Binder handles the rate of change in path char-
acteristics, and maintains appropriate balance across paths
of differing quality, to consistently provide higher goodput.
Interestingly, Binder seems to mirror TCP single-path re-
actions, while being more sensitive to the causes. We note,



Ini5al	
  Results	
  -­‐	
  loss	
  

 2
 4
 6
 8

 10
 12
 14
 16
 18
 20

 1e-08  1e-07  1e-06  1e-05  0.0001  0.001  0.01

G
oo

dp
ut

 (M
bp

s)

Loss Probability

Binder x 1 Flow
Binder x 10 Flows (Total)

Baseline x 1 Flow



Ini5al	
  Results	
  -­‐	
  loss	
  

 0.2
 0.4
 0.6
 0.8

 1
 1.2
 1.4
 1.6
 1.8

 2

 1e-07  1e-06  1e-05  0.0001  0.001  0.01

G
oo

dp
ut

 (M
bp

s)

Loss Probability

Binder x 10 Flows (Avg)
Binder x 10 Flows (Quartiles)



Ini5al	
  Results	
  -­‐	
  latency	
  

 8

 10

 12

 14

 16

 18

 20

 80  85  90  95  100  105  110  115  120

G
oo

dp
ut

 (M
bp

s)

Latency of slower subpath (ms)

Binder x 1 Flow
Binder x 10 Flows (Total)

Baseline x 1 Flow



Ini5al	
  Results	
  –	
  hell	
  to	
  pay	
  

 0
 2
 4
 6
 8

 10
 12
 14
 16
 18
 20

 0  5  10  15  20  25  30  35  40  45

G
oo

dp
ut

 (M
bp

s)

time (s)

Binder
TCP Baseline

Src - Dst min avg max mdev

(i) default 2.32 3.69 8.43 1.08

(ii) alternate 6.93 15.88 71.17 11.22

(iii) remote host 23.28 25.35 37.96 2.88

Table 1: RTT values in ms as reported by ping from resi-
dential machine inside Tegola [4, 8] to (i) default and nearby
gateway, (ii) alternate and furthest gateway, (iii) remote
host via default gateway.
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Figure 3: Binder goodput when one subpath has no loss,
while loss rate on other subpath varies.

4.2 Varying Loss Rate

Figure 3 shows goodput for Binder with respect to the base-
line TCP case as loss probabilities on one of the paths (via
GW1 in Figure 2) is varied.We see in Figure 3 that baseline
single-path flows behave as expected in response to packet
loss variation, while the Binder flow maintains aggregate ca-
pacity throughout. We have omitted loss rates greater than
1%, at which point TCP baseline flows are unusable.

By contrast, Binder maintains service at all levels of loss.
With low loss rates, Binder exhibits gains from perfect band-
width aggregation. As one of the paths get increasingly lossy
goodput with Binder correspondingly gets closer to the ca-
pacity of the other non-lossy path. Figure 3 also shows the
total goodput measured across sets of 10 simultaneous flows.
In all cases the total goodput matches the aggregate good-
put of both subpaths. The coefficients of variation of the
mean goodput of individual flows range from 5% in most
cases to a maximum of 20%. This demonstrates that, un-
like traditional bonding techniques which bind each flow to
a distinct pipe in a bonded channel, a single Binder tunnel
benefits multiple flows equally.

4.3 Varying Latency

In the presence of lossy links Binder is able to maintain
a high level of service. A similar trend emerges as the la-
tency between subpaths increases. This trend is summa-
rized by Figure 4, in which TCP goodput over Binder is
plotted for both single, as well as 10 simultaneous flows, as
the difference in round trip time (RTT) between subpaths
increases. Initially both paths share the baseline RTT of
80ms. RTTs along the higher latency path through GW1,
and represented along the x-axis in Figure 4, range from 80-
120ms. Selected values maintain the ratios between RTTs
to available gateways shown in Table 1.

 8

 10

 12

 14

 16

 18

 20

 80  85  90  95  100  105  110  115  120

G
oo

dp
ut

 (M
bp

s)

Latency of slower subpath (ms)

Binder x 1 Flow
Binder x 10 Flows (Total)

Baseline x 1 Flow

Figure 4: Binder goodput when one subpath is 80ms, while
other subpath latency varies.

Time (s) High RTT path (ms) Loss Prob.

0 85 1e-07

3 90 1e-06

6 95 1e-05

9 100 1e-04

12 105 1e-03

15 85 1e-07

18 90 1e-06

21 95 1e-05

24 100 1e-04

27 105 1e-03

33 110 1e-02

36 110 1

Table 2: Time varying changes in path characteristics to
evaluate Binder adaptability and load balancing.

Along a single path TCP, with its dynamic window scaling
implementation, operates at full capacity. Binder maintains
high aggregate throughput. Goodput diminishes slightly as
the difference in RTTs increases. This stems from MPTCP
which has to manage three congestion windows, and re-
transmissions between them, effectively. Total goodput mea-
sured across sets of 10 simultaneous flows is also shown
in Figure 4. In all cases mean the total goodput exceeds
16Mbps. Coefficients of variation from mean goodput of in-
dividual flows range from 17-25%, further demonstrating the
benefit of a single Binder tunnel to multiple flows.

4.4 Time Varying Loss and Latency

We now consider a dynamic scenario intended to simulate
a slow decline of a subpath. In this scenario loss rate and
latency on the subpath via GW1 are made to change accord-
ing to the times and values shown in Table 2. This sequence
of events cycles twice through a slow decline, followed by a
failure. Figure 5 shows the result comparing Binder with the
baseline case for TCP traffic between the client and server.
Note that the x-axis in Figure 5 corresponds to the time
component in Table 2.

As expected, soon after 30 seconds when loss probability
reaches 0.01, single-path TCP is no longer able to cope. By
contrast the Binder handles the rate of change in path char-
acteristics, and maintains appropriate balance across paths
of differing quality, to consistently provide higher goodput.
Interestingly, Binder seems to mirror TCP single-path re-
actions, while being more sensitive to the causes. We note,
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